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 Abstract— In this paper we present a processing-efficient method 
for parameter estimation of a Randles circuit. As our approach is not 

iterative, it does not require for an initial guess of model parameters 

to be provided. The low-complexity of the provided set of closed-

form expressions enables the implementation on microcontroller-

based platforms. The presented approach is verified with 

simulations (using both noiseless data and data w ith noise) and with 

experimentally obtained data (Randles circuit made from discrete 

components; impedance of microfluidic platform for isomalt 

detection; impedance of Panasonic 18650PF Li-ion Battery). 

Additionally, it was implemented on a microcontroller board based 

on ATmega2560 microcontroller w ith available 256 kB of flash 

memory, 8 kB of SRAM and clock speed of 16 MHz. Reliable and 

accurate estimations of such implementations confirmed the suitability of this work for low-cost embedded hardware. 

 
Index Terms— Electrical impedance spectroscopy, Randles circuit, parameter estimation, microcontroller-based 

platforms. 

 

 

I. INTRODUCTION 

Randles circuit topology is widely applied in the modeling 

of various processes and sensors [1]-[10]. For example, it 

was used in real-time estimation of lithium-ion [1], or lead-acid 

battery states [2], as well as in real time battery power capability 

estimation [3]. Evaluation of the ripple effects on commercial 

Proton-exchange membrane (PEM) fuel cell was reported in 

[4]. It has also been used in the characterization of different 

materials, such as surface microhardness of Q235 steel [5], 

corrosion inhibition of benzyltriethylammonium chloride [6] or 

assessment of interfacial characteristics of the intermetallic 

phases present in aluminium alloy 2024-T3 [7]. The simplified 

Randles circuit was also used to predict coupled mechanical, 

thermal, electrical and electro-chemical responses of batteries 

in LS-DYNA software simulations [8], which is very important 

for safety of large-format and energy-dense batteries used in 

electric vehicles. Moreover, a methodology for characterizing 

biological cells using a Randles circuit was investigated in [9]. 

Degradation of solar cells (due to various unavoidable 

phenomena such as thermal cycling, damp heat, exposure to 

ultraviolet radiation, and mechanical stress) was also analyzed 

by monitoring the changes in a Randles equivalent circuit 

parameters [10]. 
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with project ”Signal Processing in Edge Computing” (Project No. 

19.032/961-83/19). 

The parameter estimation of a Randles circuit is usually done 

by applying recursive non-linear least square methods and 

curve fitting methods. Such approaches are time-consuming 

and require high-end processing units [11, 12].  They are 

usually implemented in Personal Computer (PC) based 

environments. There are numerous Electrochemical Impedance 

Spectroscopy (EIS) software packages that can be used for 

parameter estimation of different equivalent circuits: Zview, 

ZSim, MEISP (Multiple EIS parameterization), LEVMW, EIS 

Spectrum, etc. However, if the target is the standalone use at 

remote locations with limited supply and processing sources, it 

is very important to develop methods that are not based on the 

aforementioned software packages.  

Portable approaches are less general as they are usually 

optimized for a specific equivalent circuit, but they provide 

significant improvements in performances, such as faster 

execution time, with smaller power and memory needs [13,14].  

Parameter estimation of a Randles circuit using system 

identification was reported in [15]. However, the estimation of 

model parameters was performed with the iterative search 

method, requiring sampling and processing of the input 

pulsating voltage and the output response current [15]. Pulsed 

execution was also used in time-frequency analysis and 
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parameter estimation of a Randles circuit in [16]. The presented 

approach is based on the Octave/MATLAB Time-Frequency 

Toolbox which is not convenient for applications with 

embedded hardware outside the laboratory environment [16]. 

Therefore, a development of methods for parameter estimation 

of a Randles circuit in real-time with portable and low-cost 

hardware platforms is still an open question.  

In this paper, our focus is on the development and validation 

of a low-complexity method for parameter estimation of the 

simplified Randles circuit. The input dataset includes only 

measured values of the complex impedance. The main 

contributions of our approach are: (1) elimination of the need 

for initial guess of model parameters, (2) non-iterative method: 

stable and repeatable estimation results, (3) elimination of the 

need for measurements at very high and very low frequencies, 

and (4) suitability for deployment on embedded hardware 

platforms which can ensure autonomous parameter estimation 

without the need for any external inputs or actions.  

This paper is organized as follows: In section II, the structure 
of the simplified Randles circuit is presented. Moreover, our 
approach for parameter estimation is described and 

theoretically analyzed. Section III contains the main simulation 
results using synthetic noiseless data and data with noise. 

Section IV presents the main experimental results, including 
parameter estimation from measured impedance of a discrete 
components circuit, as well as the impedance of a microfluidic 

platform for isomalt detection and the impedance of Panasonic 
18650PF Li-ion Battery. Section V is a conclusion with 
discussion regarding future works. 

II. THEORETICAL ASPECTS OF THE PROPOSED METHOD 

A. Simplified Randles Circuit 

The Randles model was firstly presented in 1947 [17]. Its 
electrical representation is composed of two resistors (Rs and 

Rct) and one capacitor (Cdl) as shown in Fig. 1. The resistor Rs 
represents the solution resistance, while Rct models the charge 
transfer resistance. The double-layer structure between the 

electrolyte and the electrodes is taken into account with 
capacitor Cdl. 

 
Fig. 1.  Simplified Randles circuit. 

 
The complex impedance of the circuit shown in Fig. 1 at a 

given angular frequency ω [rad/s] is given by Eq. (1): 

𝑍(𝜔) = 𝑅(𝜔) + 𝑗𝑋(𝜔) = 𝑅𝑠 +
𝑅𝑐𝑡

1 + 𝑗𝜔𝑅𝑐𝑡𝐶𝑑𝑙

 
(1) 

where R(ω) is real part (resistance) of Z(ω), and X(ω) is 
imaginary part (reactance) of Z(ω). With impedance 

measurement, it is possible to obtain values for R(ω) and X(ω) 
at a known angular frequency ω=2πf, where f is frequency in 

Hz. R(ω), X(ω) and ω are usually used as input data for EIS 
software (Zview, ZSim, MEISP, LEVMW, EIS Spectrum, etc.) 

for the estimation of Rs, Rct and Cdl. 

B. The proposed non-iterative method for parameter 
estimation 

The real and imaginary parts of Z(ω) from Eq. (1) can be 
defined as follows: 

𝑅(𝜔) = 𝑅𝑠 +
𝑅𝑐𝑡

1 + (𝜔𝑅𝑐𝑡𝐶𝑑𝑙)
2
 

(2) 

𝑋(𝜔) = −
𝜔𝑅𝑐𝑡

2 𝐶𝑑𝑙

1 + (𝜔𝑅𝑐𝑡𝐶𝑑𝑙)
2
 

(3) 

A typical Nyquist plot (resistance versus negative signed 
reactance) is shown in Fig. 2. As it can be observed, at very low 

frequencies (theoretically ω=0), resistance is equal to the sum 
Rs+Rct. At very high frequencies (theoretically ω→∞), 
resistance is equal to the value of Rs. At the characteristic 

angular frequency of the Randles circuit (reciprocal value of the 
time constant τ=RctCdl.), the absolute value of the reactance has 

a maximum. However, an estimation of parameters from these 
three frequencies is not reliable in many practical applications. 
Reasons are: (1) need for very wide frequency span (usually 

from 0.001 mHz or even less, up to few or tens of MHz), (2) 
required time to perform low frequency measurements, (3) 
required complexity of such device. 

 
Fig. 2.  Typical Nyquist plot of the Randles circuit. 

 
First derivative of X(ω) with respect to ω is equal to zero at 

frequency: 

𝜔0 =
1

𝑅𝑐𝑡𝐶𝑑𝑙

 
(4) 

which is also a characteristic angular frequency of the 
Randles circuit. As the characteristic angular frequency is equal 

to the angular frequency where first derivative of X(ω) is equal 
to zero, it means that it can be determined from measured input 
data X(ω) as  the angular frequency where |X(ω)| presents a 

maximum. 
Therefore, if the characteristic angular frequency (�̂�0) can be 

accurately estimated from the measured X(ω) it can be used as 
a global parameter which will form a set of three input 
parameters (R(ω), X(ω) and �̂�0) that can be used to estimate 

three model parameters (�̂�𝑠(𝜔𝑖), �̂�𝑐𝑡(𝜔𝑖) and �̂�𝑑𝑙(𝜔𝑖)): 
 

𝑅𝑠(𝜔𝑖) =
𝑋(𝜔𝑖) ∙ �̂�0 + 𝑅(𝜔𝑖) ∙ 𝜔𝑖

𝜔𝑖

 
(5) 

Rs

Cdl

Rct
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�̂�𝑐𝑡(𝜔𝑖) = −
𝑋(𝜔𝑖) ∙ (�̂�0

2 + 𝜔𝑖
2)

𝜔𝑖 ∙ �̂�0

 
(6) 

�̂�𝑑𝑙(𝜔𝑖) = −
𝜔𝑖

𝑋(𝜔𝑖) ∙ (�̂�0
2 + 𝜔𝑖

2)
 (7) 

at each measurement angular frequency ω i, where i is an 
integer and ranges from 1 to N, with N being the number of 

measurement points. The values obtained with (5)-(7) are 
constant if there is neither measurement noise, nor an error in 

characteristic frequency estimation. However, those conditions 
can be rarely met, so as a final step, we propose that the output 

values (𝑅𝑠, �̂�𝑐𝑡 and �̂�𝑑𝑙) are estimated by means of 

(�̂�𝑠(𝜔𝑖), �̂�𝑐𝑡(𝜔𝑖) and �̂�𝑑𝑙(𝜔𝑖)). 

C. Accuracy analysis of the proposed non-iterative 
method for parameter estimation 

As it can be seen from (5)-(7), the estimation accuracy of the 

model parameters with the proposed method is directly affected 
by noise and/or estimation error of the characteristic frequency.  

The error in the characteristic frequency estimation is 

directly linked to the limited number of measurement points 
(consequently to the frequency step). Additionally, the 

maximum absolute error in the estimation of characteristic 
frequency is equal to the half of the frequency step. In a given 
frequency range (fmin, fmax) a number of frequency points N 

defines the frequency step as: 

𝛥𝑓 =
𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛

𝑁 − 1
 

(8) 

That means that the relative error of characteristic frequency 

estimation is: 

𝛿𝑓𝑐 =
𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛

2 ∙ 𝑓𝑐 ∙ (𝑁 − 1)
 

(9) 

Therefore, a proposed number of measurement points can be 

determined for the worst case scenario (fc=fmin) and define the 
maximum relative error of characteristic frequency estimation 

(δfc): 

𝑁 = 1 +
𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛

2 ∙ 𝑓𝑚𝑖𝑛 ∙ 𝛿𝑓𝑐

 
(10) 

In order to determine the dependence of estimation accuracy 
on measurement noise and characteristic frequency estimation, 

it is necessary to find the first derivative of the model 
parameters as a functions of R, X and ω0, as it is shown in Table 

I. 
TABLE I 

FIRST DERIVATIVES OF MODEL PARAMETERS WITH A RESPECT TO THE 

INPUT PARAMETERS 

 Rs  Rct Cdl  
𝜕

𝜕𝑅
 1 0 0 

𝜕

𝜕𝑋
 

�̂�0

𝜔
 

−(𝜔2 + �̂�0
2)

𝜔 ∙ �̂�0

 
𝜔

𝑋2(𝜔2 + �̂�0
2)

 

𝜕

𝜕𝜔0

 
𝑋

𝜔
 

𝑋(𝜔2 + �̂�0
2)

𝜔 ∙ �̂�0
2 −

2 ∙ 𝑋

𝜔
 

2𝜔 ∙ �̂�0

𝑋(𝜔2 + �̂�0
2)2

 

 

Considering small deviations, errors of the estimations can 
be approximated with (11)-(13): 

 

|
𝛥𝑅𝑠

𝑅𝑠

| ≈ |
𝜕𝑅𝑠

𝜕𝑅

𝛥𝑅

𝑅𝑠

| + |
𝜕𝑅𝑠

𝜕𝑋

𝛥𝑋

𝑅𝑠

| + |
𝜕𝑅𝑠

𝜕𝜔0

𝛥𝜔0

𝑅𝑠

| 
(11) 

|
𝛥𝑅𝑐𝑡

𝑅𝑐𝑡

| ≈ |
𝜕𝑅𝑐𝑡

𝜕𝑅

𝛥𝑅

𝑅𝑐𝑡

| + |
𝜕𝑅𝑐𝑡

𝜕𝑋

𝛥𝑋

𝑅𝑐𝑡

| + |
𝜕𝑅𝑐𝑡

𝜕𝜔0

𝛥𝜔0

𝑅𝑐𝑡

| 
(12) 

|
𝛥𝐶𝑑𝑙

𝐶𝑑𝑙

| ≈ |
𝜕𝐶𝑑𝑙

𝜕𝑅

𝛥𝑅

𝐶𝑑𝑙

| + |
𝜕𝐶𝑑𝑙

𝜕𝑋

𝛥𝑋

𝐶𝑑𝑙

| + |
𝜕𝐶𝑑𝑙

𝜕𝜔0

𝛥𝜔0

𝐶𝑑𝑙

| 
(13) 

 
Equations (11)-(13) combined with Table I give the 

expressions for relative errors of parameter estimations due to 

noise (ΔR and ΔX) as well as limited number of measurement 
points and error in characteristic frequency estimation (Δω0): 

 

|
𝛥𝑅1

𝑅𝑠

| ≈ |
𝜔 ∙ 𝛥𝑅

𝜔𝑅 + 𝑋𝜔0

| + |
𝜔0 ∙ 𝛥𝑋

𝜔𝑅 + 𝑋𝜔0

|+ |
𝑋 ∙ 𝛥𝜔0

𝜔𝑅 + 𝑋𝜔0

| 
(14) 

|
𝛥𝑅𝑐𝑡

𝑅𝑐𝑡

| ≈ |
𝛥𝑋

𝑋
| + |−

𝛥𝜔0(𝜔2 − 𝜔0
2)

𝜔0(𝜔2 + 𝜔0
2)

| 
(15) 

|
𝛥𝐶𝑑𝑙

𝐶𝑑𝑙

| ≈ |−
𝛥𝑋

𝑋
| + |−

2 ∙ 𝜔0 ∙ 𝛥𝜔0

𝜔2 + 𝜔0
2 | 

(16) 

 

Using expressions (14)-(16) with measurement 
specifications (measurement error and number of measurement 
points), it is possible to estimate the behavior of the proposed 

method with different measurement characteristics. Moreover, 
it may be seen that different factors have different impact on the 
estimation of a specific parameter. 

III.  SIMULATION RESULTS AND DISCUSSION 

A. Data generation 

Three reference sets of Rs, Rct and Cdl parameters (Table II) 
were arbitrary chosen with standard nominal values. Such 

approach provides the possibility for later hardware-based 
experiment with the same configuration. Instead of the 
characteristic angular frequency (ω0), it is more convenient to 

show the characteristic frequency (f0). 
 

TABLE II 

REFERENCE VALUES FOR MODEL PARAMETERS 

Network Rs [Ω] Rct [Ω] Cdl [nF] f0 [kHz] 

N1 510.000 820.000 8.200 23.670 

N2 470.000 1000.000 4.700 33.863 

N3 300.000 910.000 3.300 52.999 

  
The complex impedance data was calculated using Eq. (1) in 

the frequency range from 1 kHz to 100 kHz. The total number 
of measurement points was chosen, according to Eq. (10), as 

N=4951 to ensure that the characteristic frequency is estimated 
with a relative error lower than 1%. To create more realistic test 
impedance data, a noise of ±0.05% has been added to these 

reference values. Values of noise level and frequency range are 
chosen in compliance with specifications of the available 
measurement device for hardware-based experiment. 

Frequency range from 1 kHz to 100 kHz is also common for 
low-cost and widely used microcontroller-based impedance 

meters. Nyquist plots of input impedance data are shown in Fig. 
3. 
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Fig. 3.  Nyquist plots of input impedance data 

B. Parameter estimation from synthetic data 

As a first step in the validation study, the proposed method 
was applied to the noiseless data. Successively, it was tested 

with data that contains noise. Our test platform was MATLAB 
R2013b installed on a Dell notebook with an i7-975H CPU at 
2.60 GHz, 16GB of RAM and a 64-bit Windows 10 operating 

system. The program code used for parameter estimation is 
provided in Appendix A. Estimated values of model parameters 
in cases of noiseless and noisy data are shown in Table III and 

Table IV, respectively. 
TABLE III 

ESTIMATED VALUES OF MODEL PARAMETERS IN CASE OF NOISELESS DATA 

WITH N=4951   

Network Rs [Ω] Rct [Ω] Cdl [nF] f0 [kHz] 

N1 510.104 820.128 8.202 23.660 

N2 470.034 1000.014 4.700 33.860 

N3 299.987 910.003 3.300 53.000 

 
TABLE IV 

ESTIMATED VALUES OF MODEL PARAMETERS IN CASE OF DATA WITH 

NOISE WITH N=4951 

Network Rs [Ω] Rct [Ω] Cdl [nF] f0 [kHz] 

N1 508.174 817.790 8.164 23.840 

N2 467.582 999.040 4.677 34.060 

N3 300.771 909.816 3.306 52.920 

 
Bars of relative errors for noiseless data and data with noise 

are shown in Fig. 4 and Fig. 5, respectively. The main features 
of our method are great repeatability and reproducibility, since 
the presented method is not iterative. Therefore, the same 

results will be obtained with every repeated estimation. 

 
Fig. 4.  Relative errors for estimated values in case of noiseless data  

with 4951 measurement points. 

 
Fig. 5.  Relative errors for estimated values in case of data with noise 

with 4951 measurement points. 

 
With aim to investigate repeatability of the computational 

performance, simulations were repeated 100 times and average 
execution times with standard deviations are shown in Fig. 6. 
As it can be seen from Fig. 6, average execution times were 

very similar for all tests. 

 
Fig. 6.  Average execution times and standard deviations for 100 

estimations with 4951 measurement points. 

 

As it can be seen from Fig. 4, characteristic frequencies of all 
three networks are estimated with relative error lower than 

0.05% in the case of noiseless data. All model parameters are 
estimated with relative errors lower than 0.03%. Moreover, 
average execution time is very similar for all three networks. 

However, when noise is present in impedance data (Fig. 5) 
characteristic frequencies of all three networks are estimated 
with relative error lower than 0.720%. Consequently, there are 

higher relative errors in estimation of model parameters, but 
still acceptable (lower than 0.520%) for most of the practical 

applications.  
The number of measurement points can be reduced if it is 

possible to approximately determine the value of characteristic 

frequency. This can be done in pre-estimation screening 
(impedance measurement) with a lower number of frequency 
points. For example, for N3, if we set 30 kHz instead of 1 kHz 

in Eq. (10), we obtain that N=166 is needed. Simulations are 
repeated and obtained results are shown in Table V. Relative 

errors are shown in Fig. 7. 
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TABLE V 
ESTIMATED VALUES OF MODEL PARAMETERS AND CHARACTERISTIC 

FREQUENCY WITH N=166 

Parameter Noiseless 

data 

Data with 

noise 

Rs 468.313 Ω 460.934 Ω 

Rct 999.331 Ω 996.624 Ω 

Cdl 4.684 nF 4.616 nF 

fc 34.000 kHz 34.600 kHz 

  

 
Fig. 7.  Relative errors for estimated values in case of noiseless data  

and data with noise with 166 measurement points. 

 
As it can be seen from Fig. 7, in the case of noiseless data, 

relative errors are still lower than the defined 1%. Average 
execution time (100 repetitions) is reduced to 1.183 ms or close 

to 3.5% of time needed for 4951 measurement points. However, 
from Table V and Fig. 7 it can be seen that an important aspect 
must be data pre-processing (filtering) as noise in data increases 

estimation errors. We will investigate that in a future work. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Parameter estimation from experimentally obtained 
data in case of discrete components network 

We have also analyzed the proposed method with 

experimentally obtained data. Chemical impedance analyzer 
IM3590 (Hioki, Japan) was used to measure impedance in the 

frequency range from 1 kHz to 100 kHz (Fig. 8). 
 

 
Fig. 8.  Photo of the discrete components-based network connected to 

the measurement device (HOIKI IM3590). 

 
Base error of the model IM3590 is ±0.05% [18]. The 

electrical network was composed of discrete components whose 
nominal values equal to the N2 reference set. However, due to 
the tolerance of the components we have also measured their 

resistance and capacitance with Hioki IM3590 in the frequency 

range from 1 kHz to 100 kHz. Average values are presented as 
“Measured” in Table VI. As discussed in Section III.B, N=166 

was chosen. Estimated values of model parameters and relative 
errors when compared to the measured values are summarized 
in Table VI. Relative errors are lower than 1%, which confirms 

our simulation analysis. 
 

TABLE VI 
COMPARISON OF MEASURED, ESTIMATED AND NOMINAL VALUES 

(ESTIMATION IN MATLAB) 

 Rs Rct Cdl 

Nominal 470 Ω±5% 1000 Ω±5% 4.7 nF±10% 

Measured 467,121 Ω 985,341 Ω 4.845 nF 

Estimated 469.896 Ω 980.804 Ω 4.859 nF 

Error 0.594% -0.460% 0.279% 

 
Fig. 9 shows a comparison of Nyquist plots of measured, 

estimated and calculated values. 

 
Fig. 9.  Nyquist plots of measured, estimated and calculated 

impedance data 

 

Additional analysis of the proposed method was done with 
Root Mean Square Error (RMSE) calculations. Obtained values 
are 2.434 Ω for resistance and 1.6130 Ω for reactance, 

respectively. 

B. Microcontroller-based implementation 

As it is mentioned above, the main focus in our study is the 
development of a low-complexity method that is suitable for 
implementation in low-priced microcontroller-based portable 

systems. Our test platform was a microcontroller board based 
on ATmega2560 microcontroller with available 256 kB of flash 

memory, 8 kB of SRAM and a clock speed of 16 MHz. The 
internal analog-to-digital converter is 10-bit, while float 
variables are 32-bit. The program code written in Arduino IDE 

for parameter estimation is provided in Appendix B. The s ame 
data set used in Section IV.A was uploaded to the 
microcontroller flash memory. Program code uses 6804 of 

253952 bytes (2%) of available flash memory. Global variables 
use 5003 of 8192 bytes (61%) of SRAM. Obtained results are 

summarized in Table VII. 
 

TABLE VII 

COMPARISON OF MEASURED, ESTIMATED AND NOMINAL VALUES 

(ESTIMATION WITH MICROCONTROLLER) 

 R1 R2 C2 

Nominal 470 Ω±5% 1000 Ω±5% 4.7 nF±10% 

Measured 467.121 Ω 985.341 Ω 4.845 nF 

Estimated 469.90 Ω 980.80 Ω 4.86 nF 

Error 0.595% -0.461% 0.310% 

Rct
Rs

Cdl
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As it can be seen, the same results (as in MATLAB) are 
obtained using basic mathematical operations available in 

standard C/C++ compiler for 8-bits microcontrollers. 
Moreover, when compared to the PC configuration needed for 
operation on desktop-based software for EIS, implementation 

of our approach on platforms with low memory and low 
processing capabilities presents a significant contribution. 

Additionally, the execution time of 34.096 ms can be 
considered suitable for many real-time applications.  

C. Analytical application #1: Impedance of microfluidic 
platform for isomalt detection  

In our recent study [19], we showed that through impedance 

measurement between the silver electrodes of a microfluidic 
platform is possible to detect when isomalt is present in the 
microfluidic channel. As an additional study, in this paper we 

analyzed the parameter estimation of the simplified Randles 
circuit of such an impedance. Impedance measurement was 

performed with PalmSens4 instrument in 11 points in frequency 
range 10 kHz-100kHz (Fig. 10). 

 

 
Fig. 10.  Photo of the fabricated microfluidic platform connected to the 
measurement device. 

 
Estimated values of model parameters are shown in Table 

VIII. A graphical comparison of measured and estimated 

impedance plots is shown in Fig. 11. 
 

TABLE VIII 
ESTIMATED VALUES OF MODEL PARAMETERS WHEN ISOMALT IS INSERTED 

IN M ICROFLUIDIC CHANNEL 

Rs [Ω] Rct [Ω] Cdl [µF] 

321.235 14.788 0.433 

 
Fig. 11.  Nyquist plots of measured and estimated impedance data 

  

Obtained RMSE values are 1.075 Ω for resistance and 0.616 
Ω for reactance. 

D. Analytical application #2: Impedance of Panasonic 
18650PF Li-ion Battery  

As it was mentioned above, the Randles circuit is widely used 
for modelling of various batteries. As a final part of the 
validation process, we used publicly available dataset of 

impedance measurements of a brand new 2.9 Ah Panasonic 
18650PF cell [20]. Measurements were done in a thermal 

chamber with Digatron Firing Circuits Universal Battery 
Tester. We chose measurement ID=3541 from the dataset. The 
impedance was measured in 12 points within the frequency 

range from 0.3372 Hz to 8 Hz while the temperature was kept 

constant at 25 °C. Estimated values of model parameters are 
shown in Table IX. 

 
TABLE IX 

ESTIMATED VALUES OF MODEL PARAMETERS FOR IMPEDANCE OF 

PANASONIC 18650PF LI-ION BATTERY 

Rs [Ω] Rct [Ω] Cdl [mF] 

25.891 31.838 3.546 

 
A graphical comparison of measured and estimated 

impedance plots is shown in Fig. 12. 

 
Fig. 12.  Nyquist plots of measured and estimated impedance data 

  

Obtained RMSE values are 2.124 Ω for resistance and 0.914 
Ω for reactance. 

V. CONCLUSION 

In this work, we presented a method for parameter estimation 
of the simplified Randles circuit that is suitable for 

implementations on low-cost embedded hardware. A deep 
theoretical, numerical and experimental analysis of the 
proposed method was performed. It was shown that our 

approach is not limited for use on PC platforms but can also 
work on microcontroller-based platforms with standard 
functions of C/C++ compilers. No single additional library is 

required. Therefore, our approach is suitable for use on other 
embedded or portable platforms as well. 

Our future work is directed towards realization of the 
integrated system for impedance measurement and in-situ 
parameter estimation. An important aspect of our future work 

will be a selectivity study as well. In this paper we applied our 
estimation method on impedance data with one time constant 

PalmSens4

Microfluidic platform

PSTrace software
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(Randles circuit). However, a study with mixed time-constant 
is also very important for wider use of our method.  Moreover, 

we plan to analyze and implement different digital filters for 
pre-processing of the measured impedance.  

APPENDIX 

A. MATLAB implementation 
clear all 

clc 

%reference model parameters 

R1 = 470; 

R2 = 1000; 

C2 = 4.7e-9; 

%calculation of characteristic frequency 

w0=1/(R2*C2); 

f0=w0/(2*pi); 

%definition of minimum and maximum frequency 

fmin = 1e3; 

fmax = 1e5; 

%number of frequency points 

%N = 4951; 

N=166; 

%create frequency vectors 

f=linspace(fmin, fmax, N); 

w = 2 * pi * f; 

%model of noiseless data 

Z = R1 + R2./(1+1i*w*R2*C2); 

%noise addition 

rng(0,'twister'); 

a = -0.05; 

b = 0.05; 

r = (b-a).*rand(N,1) + a; 

Z = Z.*(1+0.01*r'); 

%extract real and imaginary part of impedance 

R = real(Z); 

X = imag(Z); 

%define number of repeats 

M=100; 

elapsed_time = zeros(M,1) ;  % initialize the 

elapsed times  

result = zeros(M,1) ;   

  

for j=1:1:M 

t = tic ; %start measurement of execution time 

[~,idx] = max(abs(X)); %find index of characteristic 

frequency 

w0_est = w(idx);%estimate w0  

f0_est=w0_est/(2*pi);%calculate f0 

%estimation of model parameters 

for i=1:1:N 

R2_est(i) = -(X(i)*(w0_est^2 + 

w(i)^2))/(w0_est*w(i)); 

C2_est(i) = -w(i)/(X(i)*(w0_est^2 + w(i)^2)); 

R1_est(i) = (w0_est*X(i) + R(i)*w(i))/w(i); 

end 

 t = toc(t); %stop measurement of execution time 

elapsed_time(j) = t; % put execution time of this 

iteration in vector 

end 

time_avg = mean(elapsed_time);%find average 

execution time 

%print estimated values 

fprintf('rel_err(R1) %.3f Mean(R1): %.3f std(R1): 

%.3e\n', 100*(mean(R1_est)-R1)/R1, mean(R1_est), 

std(R1_est)); 

fprintf('rel_err(R2) %.3f Mean(R2): %.3f std(R2): 

%.3e\n', 100*(mean(R2_est)-R2)/R2, mean(R2_est), 

std(R2_est)); 

fprintf('rel_err(C2) %.3f Mean(C2): %.3e std(C2): 

%.3e\n', 100*(mean(C2_est)-C2)/C2, mean(C2_est), 

std(C2_est)); 

fprintf('f0(Hz): %.3f\n', f0_est); 

fprintf('rel_err(f0) %.3f\n', 100*(mean(f0_est)-

f0)/f0); 

fprintf('Average elapsed time(100 reps) %.4e\n', 

time_avg); 

%end 

B. Microcontroller program code 

Due to the limited space, just portion of vectors f, R and X 

are shown. Complete dataset is available upon request. 
 
#define N 166 

float f[N] ={1000,1600,…, 100000}; 

float R[N]={1449.689,1449.212, …, 570.003}; 

float X[N]={-29.986,-47.771,…, -295.398}; 

float w[N]; 

int i = 0; 

float maxImag = 0.0; 

char index = 0; 

float Rs_est[N], Rct_est[N], Cdl_est[N]; 

float w0, f0 = 0; 

float Rs_est_alg=0, Rct_est_alg=0, Cdl_est_alg=0; 

float sum1 = 0, sum2 = 0, sum3 = 0; 

unsigned long duration_alg=0; 

 

void setup()  

{ 

  Serial.begin(9600); 

  while (!Serial)  

  { 

    ;  

  } 

  Serial.println("*******START*******"); 

  for(i=0;i<N;i++) 

  { 

    w[i] = 2.0*22.0*f[i]/7.0; 

  } 

  duration_alg = micros();  

  maxImag=abs(X[0]); 

  index = 0; 

  for(i=1; i<N; i++) 

  if (abs(X[i])>=maxImag) 

  { 

    maxImag = abs(X[i]); 

    index = i; 

  } 

  f0 = f[index]; 

  w0 = 2.0*22.0*f0/7.0; 

  sum1 = 0; 

  sum2 = 0; 

  sum3 = 0; 

for(i=0;i<N;i++) 

{ 

  Rct_est[i] = -(X[i]*(w0*w0 + w[i]*w[i]))/(w0*w[i]); 

  Cdl_est[i] = -w[i]/(X[i]*(w0*w0 + w[i]*w[i])); 

  Rs_est[i] = (w0*X[i] + R[i]*w[i])/w[i]; 

  sum1 +=  Rs_est[i] ; 

  sum2 +=  Rct_est[i] ; 

  sum3 +=  Cdl_est[i] ; 

} 

  Rs_est_alg = sum1 / N ; 

  Rct_est_alg = sum2 / N ; 

  Cdl_est_alg = sum3 / N ; 

  duration_alg = micros() - duration_alg; 

  Serial.print("Execution time: "); 

  Serial.print(duration_alg); 

  Serial.println(" us"); 

  Serial.println("*******Estimated values:*******"); 

  Serial.print("Rs= "); 

  Serial.println(Rs_est_alg); 

  Serial.print("Rct= "); 

  Serial.println(Rct_est_alg); 
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  Serial.print("Cdl= "); 

  Serial.print(Cdl_est_alg*1e9); 

  Serial.println(" nF"); 

  Serial.println("*******END*******"); 

} 

void loop()  

{ 

} 
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